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• Our approach is utilized binary RRAM devices to implement a semi-analog (hybrid) 
neural network. 
 

• Each classical analog device is replaced with “n” binary devices in the new network. 
 

• The number of synaptic-weight bits can be dynamically configured when needed. 
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• Low training rate is required to train the network receptive fields (dictionaries) properly. 
 

• This is translated into a larger number of bits to allow small “∆𝑤” values. 

“n = 4” “n = 8” “n = 16” 
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• Typically, training is infrequent or is performed offline. 
 

• Hence, after training the number bits per synaptic weights can be significantly reduced 
by assigning fewer columns per neuron. 

Training Stage Regular Operation 
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• In analog image compression (sparse coding) each piece of a picture is represented as 
weighted combination of the network dictionary. 
 

• We adopted locally competitive algorithm (LCA) to perform the analog image 
compression. 

+ 
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